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Abstract

In this paper a PDE based hybrid method for image denoising is introduced. The method is a bi-stage filter with anisotropic diffusion followed by wavelet based bayesian shrinkage. Here efficient denoising is achieved by reducing the convergence time of anisotropic diffusion. As the convergence time decreases, image blurring can be restricted and will produce a better denoised image than anisotropic or wavelet based methods. Experimental results based on PSNR, SSIM and edge analysis shows excellent performance of the proposed method.

1 Introduction

Image denoising has a significant role in image pre processing. As the application areas of image denoising are more, there is a big demand for efficient denoising algorithms. In this work, we developed a new method; Wavelet Embedded Anisotropic Diffusion (WEAD), and applied it to denoise images corrupted with additive Gaussian noise. The intention behind this method is to reduce the convergence time of anisotropic diffusion and thereby increase its performance. The proposed method produces excellent results when compared with various wavelet shrinkage [6], [7], [8] and non-linear diffusion methods [1], [2].

Second order partial differential equations have been used as efficient methods for removing noise from images. One of the most commonly used PDE based denoising technique since its introduction is the Perona-Malik method [1]. The Perona – Malik equation for an image u is given by

$$\frac{\partial u}{\partial t} = \text{div}[c(Vu)Vu]_t = u(x,y)$$

where Vu is the gradient of the image u, div is the divergence operator and c is the diffusion coefficient. The diffusion coefficient c is a non-decreasing function and diffuses more on plateaus and less on edges and thus edges are preserved. Another objective for the selection of c(.) is to incur backward diffusion around intensity transitions so that edges are sharpened, and to assure forward diffusion in smooth areas for noise removal [2]. Some of the commonly employed diffusivity functions are given in [12]. The equation (1) is studied as an efficient tool for noise removal and scale space analysis of images.

Wavelet based methods are always a good choice for image denoising and has been discussed widely in literatures for the past two decades [6]-[8],[11],[12].Wavelet shrinkage permits a more efficient noise removal while preserving high frequencies based on the disbalancing of the energy of such representations [4]. The technique denoises image in the orthogonal wavelet domain, where each coefficient is thresholded by comparing against a threshold; if the coefficient is smaller than the threshold, it is set to zero, otherwise it is kept or modified.

Wavelet shrinkage depends heavily on the choice of a thresholding parameter and the choice of this threshold determines, to a great extent the efficacy of denoising. The denoising process is based on the fact that the wavelet transform compresses most of the L^2 energy of the signal in a restricted number of large coefficients. The procedure can be summarized in three steps

$$Y = W(x)$$
$$Z = T(Y, \lambda)$$
$$Y' = W^{-1}(Z)$$

where x is the affected signal, W(.) and W^{-1} is the forward and inverse wavelet transform operators. T(Y, \lambda) denotes the denoising operator with soft or hard threshold \lambda. Of the various methods based on wavelet thresholding, VisuShrink[6], SureShrink[7], BayesShrink[8] and its variants are the most popular. VisuShrink uses one of the well known thresholding rules: the universal threshold. In addition, subband adaptive systems have superior performance, such as SureShrink, which is a data driven system. Recently, BayesShrink [8], which is also a data driven subband adaptive technique, is proposed and outperforms VisuShrink and SureShrink. In the proposed method BayesShrink is used along with anisotropic diffusion to get a better performance than stand alone Anisotropic diffusion or BayesShrink.

This work does not attempt to investigate in deep the theoretical properties of the proposed model in general settings. Our primary goal is to demonstrate that how the performance of PDE based denoising methods can be improved by using the proposed hybrid method. The paper is
organized as follows. In section II Bayesian denoising technique is discussed. Section III and IV explains the proposed method, experimental results and comparison of the proposed method with other popular models. Finally conclusion and remarks are included in section V.

2 Denoising Using Bayesian Shrinkage

The Bayesian Shrinkage estimates a soft-threshold that minimizes the Bayesian risk. The Bayesian risk estimation is subband dependent. The threshold is mathematically derived minimizes the Bayesian risk. The Bayesian risk estimation is proposed method, experimental results and comparison of the technique is discussed. Section III and IV explains the proposed method with other popular models. Finally conclusion and remarks are included in section V.

The generalized Gaussian distribution (GCD), following [9] is

\[ GG_{\alpha, \beta(x)} = C(\sigma X, \beta) \exp \left\{ -\left[ \alpha(\sigma X, \beta) \right] \right\} \]

\[ -\infty < x < \infty, \sigma X > 0, \beta > 0, \]

\[ \alpha(\sigma X, \beta) = \sigma^{\frac{1}{2}} \left( \frac{\Gamma(3/\beta)}{\Gamma(1/\beta)} \right) \]

and \[ C(\sigma X, \beta) = \beta^{\frac{1}{2}} \frac{\Gamma(1/\beta)}{\Gamma(1/\beta)} \]

and

\[ \Gamma(t) = \int_0^\infty e^{-u} u^{1-t} du \]

is the gamma function. The parameter \( \sigma X \) is the standard deviation and \( \beta \) is the shape parameter. Here the objective is to find a soft threshold \( T \) that minimizes the Bayes risk,

\[ r(T) = E\left( \hat{X} - X \right)^2 = E_{X \sim F_{\gamma}} \left( \hat{X} - X \right)^2 \]

where \( \hat{X} = \eta T(Y), Y \mid X = N(x, \sigma^2) \) and \( X = GG_{\alpha X, \beta} \).

Denote the optimal threshold by \( T^n \)

\[ T^n(\sigma X, \beta) = \arg \min T \]

which is a function of the parameters \( \sigma X \) and \( \beta \). In [8] it is shown that for general \( \sigma \), the threshold \( T_B \) can be written as

\[ T_B(\sigma X) = \frac{\sigma^2}{\sigma X} \]

where \( \sigma^2 \) is the noise variance and \( \sigma X^2 \) is the signal variance. By using the threshold in (11), we can restore the image much better than by using VisuShrink or Sure Shrink. Here VisuShrink uses a threshold choice, \( \sigma \sqrt{2 \log M} \). This can be unwarrantedly large due to its dependence on the number of samples. SureShrink uses a hybrid of the universal threshold and the SURE threshold, derived from Stein’s unbiased risk estimator.

3 Proposed Model

In the proposed model the Bayesian Shrinkage of the non-linearly diffused signal is taken. The equation can be written as

\[ I_n = B_s(I_{n-1}) \]

where \( B_s \) is the Bayesian shrink and \( I_{n-1} \) is anisotropic diffusion as shown in (1) at \( (n-1)^{th} \) time. Numerically (12) can be written as

\[ I_n = B_s(I_{n-1} + \Delta t I_{n-1}) \]

where \( B_s \) can be calculated by finding \( T_B \) as mentioned in eqn (11) after taking wavelet transform of \( I_{n-1} \).

The intention to develop this method is to decrease the convergence time of the anisotropic diffusion. It is understood that the convergence time for denoising is directionally proportional to the image noise level. In the case of anisotropic diffusion, as iteration continues, the noise level in image decreases (till it reaches the convergence point), but in a slow manner. But in the case of Bayesian shrinkage, it just cut the frequencies above the threshold and that in a single step. An iterative Bayesian Shrinkage will not incur any change in the detail coefficients from the first one. Now consider the proposed algorithm, here the threshold for Bayesian shrinkage is recalculated each time after anisotropic diffusion, and as a result of two successive noise reduction steps, it approaches the convergence point much faster than anisotropic diffusion.

As the convergence time decreases, image blurring can be restricted, and as a result image quality increases. The whole process is illustrated in Fig.2. Fig.2(a) shows the convergence of the image processed by Perona-Malik anisotropic diffusion. The convergence point is at \( P \), i.e. at \( P \) we will get the better image, with the assumption that the input image is a noisy one. If this convergence point \( P \) can be shifted towards y-axis, its movement will be as shown in Fig 2 (b). i.e. if we pull the point \( P \) towards y-axis, it will move in a left-top fashion. Here the Bayesian shrinkage is the catalyst, which pulls the convergence point \( P \) of the anisotropic diffusion towards a better place. The method can be extended to other PDE based methods like fourth order PDEs, Total-variation minimization, Complex diffusion etc.

Fig 1: Block diagram of the proposed denoising algorithm. The iteration process will continue till the input signal \( y \) is converged to \( Y \).
4 Experimental Results & Comparative Analysis

Experiments were carried out on various types of images. Comparisons and analysis were done on the basis of MSSIM (Mean Structural Similarity Index Matrix) and PSNR (Peak Signal to Noise Ratio).

The MSSIM[10] is used to evaluate the overall image quality and is defined as

\[
MSSIM(X,Y) = \frac{1}{M} \sum_{i=1}^{M} SSIM(x_i, y_i) \tag{14}
\]

where X and Y are the reference and the distorted images respectively. M is the number of local windows in the image. SSIM is the Structural Similarity Index Matrix, \(x_i\) and \(y_i\) are the image contents at the \(i^{th}\) local window. The Structural Similarity Index Matrix (SSIM) is defined as

\[
SSIM(x, y) = \frac{(2\mu_x\mu_y + C_1)(2\sigma_{xy} + C_2)}{\mu_x^2 + \mu_y^2 + C_1(\sigma_x^2 + \sigma_y^2 + C_2)} \tag{15}
\]
where $\mu_x$ and $\mu_y$ are the estimated mean intensity along x and y directions and $\sigma_x$ and $\sigma_y$ are the standard deviation respectively. $\sigma_{xy}$ can be estimated as

$$
\sigma_{xy} = \frac{1}{N-1} \sum_{i=1}^{N} (x_i - \mu_x)(y_i - \mu_y)
$$

(16)

C₁ and C₂ in (15) are constants and the values are given as

$$
C_1 = (K_1L)^2
$$

(17)

and

$$
C_2 = (K_2L)^2
$$

(18)

where $K_1, K_2 \ll 1$ is a small constant and $L$ is the dynamic range of the pixel values (255 for 8 bit grayscale images).

The second parameter used for evaluation is the PSNR which is defined as

$$
PSNR = 10 \log_{10} \left( \frac{b}{\text{rms}} \right)
$$

(19)

where $b$ is the largest possible value of the signal (typically 255 or 1), and $\text{rms}$ is the root mean square difference between two images.

Fig 4. Comparative Analysis of Anisotropic Diffusion, BayesShrink and Proposed Method. (a) and (c) based on PSNR and (b) and (d) based on Mean SSIM. For (a) and (b) the image used is gray (shown in (e)) and for (c) and (d) the image used is Lena (shown in (f)). It can be seen that in both cases the proposed method performs better than the other two.
Fig 3 shows the image denoised with anisotropic diffusion, Bayesshrink and proposed method. It is observed that the proposed method reduces the number of iterations of anisotropic diffusion from 315 to 51 and improves the image quality. It can be seen that there is 10% improvement over anisotropic diffusion and around 5% over Bayesshrink in preserving image structure. Based on PSNR also it can be seen that the proposed method performs better than the other two. The graphs in Fig.4 shows comparative analysis of anisotropic diffusion, bayesshrink and proposed method. It is clear that the performance of the methods depends on image type and noise levels. But in both cases, whether anisotropic diffusion or bayesshrink gives better results, the performance of the proposed method seems to be much better than the other two. It can be seen that the proposed method preserves image structures much better than anisotropic diffusion and bayesshrink. Also the number of iterations required for the proposed method to produce the better image is much less than that of anisotropic diffusion. The experiment is repeated for various types of images with varying noise levels and seems that the method proposed is giving better results than anisotropic diffusion and bayesshrink.

Conclusion

A method to improve the performance of nonlinear anisotropic diffusion is proposed. The method produces a converged image with less number of iterations preserving image edges better than anisotropic diffusion.
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